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Department of Software Engineering, Faculty of Electrical Engineering, Computer Science and Information Technology Osijek, Josip

Juraj Strossmayer University of Osijek, kneza Trpimira 2b, 31000 Osijek, tel. +38531495415, E-mail: mario.dudjak@ferit.hr

ABSTRACT
Reducing the number of features when applying machine learning algorithms may be beneficial not only from the standpoint of

computational cost but also of overall quality. Wrapper-based procedures are widely utilised to achieve this. The choice of the wrapper
is of utmost importance. Bio-inspired computation algorithms represent a viable choice and are widely adopted. Due to the sheer
number of available algorithms, this choice could prove to be somewhat difficult, especially since not all are made equally. The
aim of this paper is to explore several optimisers on diverse datasets representing classification problems in order to evaluate their
performance and suitability for the task of feature selection.
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1. INTRODUCTION

The rising numbers in both feature and sample count ev-
ident in datasets becoming available today render the anal-
ysis of such data ever more challenging. The large num-
ber of features is arguably one of the more prominent fac-
tors associated with this difficulty since not all are relevant
and useful. In many instances the dimensionality reduction
that can be achieved by removing redundant and irrelevant
features is essential not only for creating simpler models
with less computational resources, but also for increasing
model accuracy and interpretability. In that light, feature
subset selection or simply feature selection (FS) has be-
come an indispensable pre-processing step for many tasks
in machine learning, such as classification, clustering and
regression. It can be conducted in a variety of ways and
numerous approaches have been proposed (see, e.g., [1, 2]
for an overview). It certainly represents a valuable tool with
applications across a wide range of problem domains where
machine learning is employed for data analysis and as de-
cision support. For example, a general overview of feature
selection applications can be seen in [3], whilst an overview
specifically related to the area of medicine can be seen in
[4].

As stated earlier, the main driving force behind the FS
task becoming more challenging is the growth in dataset
feature count. Hence, a complete enumeration of all 2m−1
subsets is infeasible even for a moderate feature count (m)
[1, 3]. Therefore, a need for efficient search strategies
is self-evident. Some review or survey studies (see, e.g.,
[1, 3, 5]) already found evolutionary and swarm intelligence
algorithms (can be regarded as subsets of bio-inspired com-
putation) to be promising approaches for obtaining feature
subsets contributing to the overall performance. The prin-
cipal reason is their ability to effectively explore large por-
tions of the search space (S = {0,1}m for FS). No spe-
cific properties of that space assumed, either. A plethora
of such algorithms have been proposed and many of them
have been (successfully) applied to FS. Most of these algo-
rithms are used to compose the wrapper model [5], which
usually yields smaller and better subsets (in terms of model
performance) than the filter model, but is typically compu-

tationally more expensive [2, 4].
The research on bio-inspired (or nature-inspired) com-

putation is extremely active [6] and new algorithms are pro-
posed on an almost daily basis. Many claim or promise
superior performance and ease of use (few user-defined pa-
rameters, simple algorithm structure, etc.). Whether some
approaches should be preferred when solving a given prob-
lem is a question that naturally comes to mind. In an at-
tempt to answer it, in this paper the performance of several
such algorithms is investigated on the problem of feature se-
lection. More precisely, wrapper-based FS for classification
needs was tackled with some well-established algorithms
and other more recent ones. The experimental compari-
son was conducted on diverse datasets in order to offer an
insight into the above-mentioned. Several indicators were
recorded and the obtained results were statistically analysed
to this end. The aim being to gain a glimpse into their dif-
ferences but also to highlight some of their advantages and
shortcomings, at least with respect to their suitability for the
task of FS.

The rest of the paper is organised as follows. A concise
overview of feature selection and bio-inspired computation
is given in Sect. 2. In Sect. 3 two important elements are
considered that need particular attention when bio-inspired
optimisers are applied to feature selection. The experimen-
tal setup and the obtained results are reported and discussed
in Sect. 4. Finally, the drawn conclusions and some possi-
ble directions for future work are stated in Sect. 5.

2. PRINCIPAL TERMS AND IDEAS

Feature selection as a significant tool in machine learn-
ing is traditionally approached in a couple of distinct ways
– filter and wrapper methods. Bio-inspired computation
algorithms are frequently employed as wrappers but their
application warrants consideration of two elements – solu-
tion representation and evaluation. The principal terms and
ideas regarding both of the aforementioned are established
next.
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2.1. Feature selection

Working with data described by a large number of fea-
tures is challenging from various perspectives. Unfortu-
nately, a large number of features does not imply a good de-
scription of the considered phenomenon since unnecessary
(irrelevant and redundant) features are commonly present
[7]. Basically, the FS task is to remove such features. Usu-
ally, however, the features cannot be examined indepen-
dently due to their interactions. These can vary in com-
plexity, meaning that a useless single feature in combina-
tion with one or more others could become significant for
the target concept [8].

Based on the evaluation procedure, various methods for
approaching the FS task are available. These are tradition-
ally categorised as wrappers and filters. Filters rely solely
on intrinsic data properties, utilising for example ideas from
information theory (e.g. information gain), and require no
knowledge regarding the classifier which makes them com-
paratively fast [9]. They rank features according to these
properties, where a predetermined number of them is then
considered for modelling the problem. Hence, filters are
often applied as a preprocessing step. Wrappers on the
other hand are guided by model performance. They are
essentially search algorithms with an incorporated classi-
fier (hence the name, ”wrapping” around a classifier). Due
to their reliance on the output of a certain model, they are
computationally more expensive and occasionally prone to
overfitting. However, they are generally able to discover
more complex relationships between features, and often
yield better (higher model performance) and smaller sub-
sets (less selected features). Both of the aforementioned
can be combined resulting in hybrid approaches aimed at
alleviating the drawbacks of either singular approach type.

2.2. Bio-inspired computation

Roughly speaking, bio-inspired algorithms represent
population-based global optimisation methods. Generally,
they incorporate some form of variation operators on pop-
ulation members (candidate solutions) to create new so-
lutions i.e. to sample the search space and, typically, se-
lection to drive the search towards promising regions of
that space. They can be considered stochastic, derivative-
free methods and as such they rely solely on the objective
function values associated with points of the search space
(black-box optimisation). Some are better at performing
a coarse-grained search (exploration) than a fine-grained
search around promising points of the search space (ex-
ploitation) and vice-versa. It is, however, well-known that
achieving a balance between those two search aspects is
a key ingredient for achieving high and consistent perfor-
mance.

Although there are some well-established and partic-
ularly popular optimisers, like genetic algorithms (GAs)
[10], particle swarm optimisation (PSO) [11] and differen-
tial evolution (DE) [12], the list of bio-inspired algorithms
available in the literature is immense (see, e.g., [13] for a
comprehensive, albeit incomplete list) and steadily grow-
ing. The trend of proposing new optimisers is clearly ap-
parent in the literature. Peculiar metaphors are often intro-

duced to describe the search mechanism(s). Such an ap-
proach to algorithm design and development (referred to as
metaphor-centric in [14]) gained some criticism (see, e.g.,
[6, 14, 15, 16]) since the majority claims to be ”novel” and
”superior” in many aspects to previous ones, without offer-
ing proper supporting evidence. Nevertheless, some grew
popular and have found diverse applications. Certainly,
there are distinctions amongst many of these algorithms,
which are mostly reflected in the operators for creating new
solutions i.e. for sampling the search space. Interestingly,
the vast majority of new proposals have operators defined
in the continuous domain (Rm). These operators typically
do not use dedicated probability distributions for generating
perturbations but use scaled differences between available
candidate solutions kept as population members or as sepa-
rate entities (popularised mainly by PSO and DE). Further,
from the viewpoint of a practitioner, the number of user-
defined algorithm parameters is important since tuning is
typically necessary for attaining best performance on the
problem at hand. In that regard, fewer parameters might
be considered a better option. There are a number of al-
gorithms (for the most part more recent ones) that have
a single user-defined parameter. As a rule, this parame-
ter represents the population size. However, this lack of
more extrinsic parameters is typically achieved by incor-
porating one or more intrinsic/internal parameters that are
either fixed, randomly generated or dynamically adjusted
(see, e.g., [17, 18, 19]). In other words, this can be consid-
ered a deliberate attempt to hide algorithm control param-
eters that might influence their behaviour. Regardless, this
might prove to be a limiting factor in terms of flexibility
and versatility compared to algorithms with multiple tun-
able parameters and should be kept in mind. With all that
being said, it not difficult to imagine the trouble involved in
making an appropriate choice of optimiser for a practitioner
without expertise in the field of bio-inspired computation.

3. BIO-INSPIRED COMPUTATION FOR WRAPPER-
BASED FEATURE SELECTION

Tackling any problem with bio-inspired optimisers re-
quires that an appropriate solution representation and eval-
uation criterion is chosen. The task of FS is no different
in that regard. Various options are available for these two
requirements.

A straightforward and intuitive solution representation
is a binary vector b = (b1, . . . ,bm) ∈ {0,1}m, where bi =
1 or 0 for i = 1, . . . ,m indicates that the i-th feature is or
is not selected, respectively. Although this representation
fits GAs, it does not fit the majority of other algorithms that
have operators defined in the continuous domain. Hence,
a transformation to obtain binary vectors is necessary. A
simple and widely used approach is the application of a
sigmoid function (e.g. the logistic function) followed by
thresholding. The purpose of the sigmoid function is to
map the solution components to the same interval (typi-
cally [0,1] or [−1,1]). This may also be achieved by in-
troducing a predefined boundary on the search space (e.g.
[0,1]m) along with bound constraint handling, which is an
additional design variable that can influence algorithm be-
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haviour. It must be noted that these binary vectors are only
generated prior to evaluation and do not replace the origi-
nal, real-valued solution vectors. The drawback to such a
transformation is the many-to-one mapping. Consequently,
real-valued vectors in the population that are in close prox-
imity are likely to result in identical binary vectors, which
is also likely to happen with solutions created by combining
them. A few other representations can be found in the liter-
ature (see, e.g., [5]). Some of these require that the number
of selected features is fixed, which implies a priori knowl-
edge or decision making is necessary.

As mentioned earlier, in the wrapper model, the clas-
sifier performance is used as the quality metric for found
feature subsets. The classifier is used as a black-box and
any classifier of choice may be employed. Often a sim-
ple and fast classifier is chosen as to keep the computa-
tional overhead as small as possible. A number of mea-
sures for quantifying the classifier performance are avail-
able and making the proper choice is important and requires
care. Commonly used is the classification accuracy (CAC)
or conversely, the misclassification-rate (MCR). This is not
surprising since both are intuitive and easy to calculate.
Moreover, often a linear combination of this measure and
a penalty term is employed for the evaluation of subsets
(see, e.g., [20, 21, 22]). Typically, the penalty term is rep-
resented by the normalised subset size. This represents a
simple approach to the treatment of FS as a bi-objective
problem (these two objectives are not always conflicting
[5]), where the contribution of the model performance and
subset size is determined by the pre-set weight. Determin-
ing this weight is a major issue of that approach to multi-
objective optimisation and is subjective (although as a rule,
emphasis is put on model performance). It is important to
remark that the CAC or MCR as a measure of classifica-
tion performance can be misleading in the case of class im-
balance [23], which could subsequently lead to the loss of
features relevant to the minority class(es). Hence, a more
sensible measure, like the F1-score or the geometric mean
of trues, might be better suited [24] and should arguably be
preferred.

4. EXPERIMENTS AND RESULTS

In order to assess the performance and suitability of
some bio-inspired computation algorithms for the wrapper-
based FS task, an experimental analysis was conducted on
a test bed comprised of diverse datasets. The employed
datasets are concisely given in Table 1. All datasets have
been taken from the UCI repository [25], except A5 which
has been taken from the KEEL repository [26]. The al-
gorithms selected for the purpose of the above-mentioned
along with the utilised parameter configurations are as fol-
lows:

• Artificial bee colony algorithm (ABC) [27, 28] – pop-
ulation size SN = 30 and limit = 250.

• Differential evolution (DE) [12] – population size
NP = 50, scale factor F = 0.5 and crossover-rate
CR = 0.9

• Simple genetic algorithm (SGA) [10] – population

size N = 50, crossover probability pc = 0.9 and mu-
tation probability pm = 0.1

• Global best particle swarm optimisation (PSO) [11]
– population size NS = 30, acceleration coefficients
c1 = c2 = 1.496 (for the cognitive and social compo-
nent, respectively) and inertia weight ω = 0.7298

• Sine cosine algorithm (SCA) [17] – population size
n = 30

• Whale optimisation algorithm (WOA) [18] – popula-
tion size n = 30

• Jaya algorithm [19] – population size n = 20

Amongst the selected algorithms, the SGA and DE can
be categorised as evolutionary algorithms, whereas the oth-
ers as swarm intelligence algorithms. It should be noted
that only standard algorithm variants have been consid-
ered since the goal was to offer an insight into the differ-
ences of their intrinsic elements. The algorithm parame-
ters have been set by following recommendations found in
the literature. As can be observed, the three most recent
of the considered algorithms (SCA, WOA and Jaya) expose
only a single user-defined parameter – the population size,
whereas the others require that two or even more parame-
ters are set.

Table 1 Characteristics of the datasets comprising the test bed

A name #features #samples #classes

1 QSAR biodegradation 41 1055 2
2 Connectionist Bench 60 208 2
3 Hill-Valley 100 1212 2
4 Ionosphere 34 351 2
5 Sonar 60 208 2
6 Dermatology 34 358 6
7 Image Segmentation 19 210 7
8 Libras Movement 90 360 15
9 Musk (Version 1) 166 476 2
10 Parkinsons 22 195 2
11 Statlog (Vehicle Silhouettes) 18 846 4
12 LSVT Voice Rehabilitation 310 126 2
13 Urban Land Cover 147 675 9
14 Wine 13 178 3

4.1. Methodology and setup

The only of the considered algorithms that operates in
the binary search space is the SGA. For the others, the solu-
tions were constrained into [0,1]m ⊂Rm and binary vectors
were created prior to evaluation via threshholding i.e. for
each real-valued vector v = (v1, . . . ,vm) ∈ [0,1]m a separate
binary vector b was created as

bi =

{
1 if vi < θ ,

0 otherwise
i = 1, . . . ,m, (1)

where the threshold value was set to θ = 0.5. Bound con-
straint handling was performed by resetting solution com-
ponents outside the search space to the nearest boundary
value (this only applies to the algorithms operating in the
real domain). Feature subsets were evaluated by the F1-
score, attained after applying the nearest neighbour (1-NN)
classifier (the same approach as in [29]).

For each algorithm and dataset combination 25 indepen-
dent runs were performed. The termination criterion was
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the execution of the pre-set maximal number of function
evaluations, NFEsmax = 10000, in order to enable a fair
comparison. Population initialisation was conducted uni-
formly at random inside the whole search space ({0,1}m

for the SGA and [0,1]m for the other algorithms). Further,
stratified holdout evaluation was employed. Accordingly,
the standard split ratio of 0.5 : 0.25 : 0.25 was used for train-
ing, validating and testing, respectively. A single split was
generated and used in all algorithm runs since the primary
goal was to evaluate the optimisers in terms of performance
and stability. Feature scaling, via normalisation into the
[0,1] range, was performed as a pre-processing step on each
dataset in order to mitigate the influence of varying value
ranges.

4.2. Results and discussion

The obtained results in terms of classification perfor-
mance on the test subsets are presented in Table 2. In order
to ease the determination of the mutual order of the compet-
ing algorithms in terms of overall performance, several dis-
tinct measures derived from the average F1-scores across all
datasets are provided (a similar approach as used in [30]).
Denoted by FR are the average rankings obtained by apply-
ing the Friedman test for multiple comparisons. Denoted by
d2 are the Euclidean distances from a hypothetical perfect
classifier (achieves an F1-score of 1 on all datasets). More-
over, the Chebyshev distance (d∞) is provided for breaking
ties. In all of the aforementioned cases, a lower value is
better. Additionally, the number of times that an individual
algorithm achieved the best and worst average F1-score on
particular datasets are listed in the table. To facilitate read-
ability, values representing the best are given in boldface.

Table 2 Overall results in terms of measures derived from the
average F1-scores across all datasets

Alg. FR d2 d∞ #Best #Worst

ABC 3.96 0.79 0.42 2 1
DE 1.71 0.76 0.40 9 0

SGA 4.61 0.80 0.42 1 1
PSO 5.14 0.81 0.42 0 4
SCA 4.71 0.83 0.41 2 7
WOA 5.07 0.82 0.41 0 1
Jaya 2.79 0.78 0.41 1 0

Table 3 Ranks obtained from the Wilcoxon test for multiple
comparisons

ABC DE SGA PSO SCA WOA Jaya
ABC — 18.0� 60.0 71.0 75.0 68.0 22.5�

DE 87.0† — 91.0† 105.0† 98.0† 104.0† 91.0†

SGA 31.0 14.0� — 66.0 70.0 64.0 17.0�

PSO 34.0 0.0� 39.0 — 65.0 58.0 4.0�

SCA 30.0 7.0� 35.0 40.0 — 40.0 16.0�

WOA 37.0 1.0� 41.0 47.0 65.0 — 4.0�

Jaya 82.5 14.0� 88.0† 101.0† 89.0† 101.0† —

Even a brief glance at the results reveals that DE stands
out in terms of performance and that it is directly followed
by Jaya. This is also supported by the results shown in Ta-
ble 3, where the superiority of these two algorithms is ob-
vious since they were the only ones that performed better
than the remaining competitors in a statistically significant

manner. Statistically significant differences in ranks are de-
noted with † when the method in the row improves upon
the one in the column, and with � when the method in the
column improves upon the one in the row. The upper diago-
nal represents a significance level of α = 0.9, and the lower
diagonal a level of α = 0.95. It is important to note that DE
improves even upon Jaya in a statistically significant man-
ner. The performance of DE is not that surprising, consider-
ing its effectiveness on a myriad of problems demonstrated
in the literature. Yet, the overall performance of Jaya may
come as a surprise. Despite being a relatively recent pro-
posal and a comparatively unproven algorithm, it was able
to come close to the performance of a well-established one.
This suggests its search mechanism to be effective, at least
in the case of the problem at hand. The differences amongst
the remaining optimisers are not as clear-cut and warrant
more of an in-depth look at the performance metrics. When
considering the average rankings (FR), two groups can be
identified. Inside the worse performing group, consisting
of ABC, SGA, PSO, SCA and WOA, no compelling differ-
ences are apparent. However, an insight into the potential
differences is offered by the provided distance measures,
enabling a sub-ordering, where WOA and SCA came out
behind the rest. Further, the standard ABC algorithm came
out as the strong third contender. Its overall lower perfor-
mance compared to DE might be attributed to its inherently
low convergence-rate due to the search mechanism that up-
dates only a single solution component at a time. Presum-
ably, this may become increasingly notable with a growth
in problem dimensionality.

ABC DE SGA PSO SCA WOA Jaya
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Fig. 1 Box and whisker plots of the average feature subset sizes

Another important aspect of the FS task are certainly the
sizes of the selected feature subsets, results of which are re-
ported in Figure 1 in a summarized manner. Presented are
the ratios of the number of selected and total features in or-
der to facilitate the interpretation of the results. These are
also accompanied by the measure of stability summarized
in Figure 2 which is indicative of the stability in finding
feature subsets that are consistent across multiple runs. It is
called the adjusted stability measure (ASM) [31] and was
selected due to its suitability for comparing feature sub-
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sets of varying sizes. None of the algorithms included in
the comparison is overwhelmingly stable, keeping in mind
that the range of ASM lies in [−1,1]. This is due to their
stochastic nature and the fact that FS is a multimodal prob-
lem where different feature subsets can result in a virtually
equal classification performance. Nevertheless, they cannot
be deemed unstable for that matter. A different perspec-
tive on algorithm stability is offered by the average sizes of
the attained subsets. These results suggest that the compet-
ing algorithms are relatively consistent, as the fraction of
selected features mostly revolves around 50%, apart from
SCA and WOA which exhibit a high degree of variability
and a contrasting behaviour. When considering the found
subset sizes, it can be seen that the overall largest reductions
were achieved by the two worst performing algorithms in
terms of classification performance (especially SCA). All
other algorithms found subsets of similar average sizes. Al-
though not shown here, the observed standard deviation in
found subset size for individual datasets was notable and
hinted at instability. The obtained feature subsets of vary-
ing sizes are in accordance with the aforementioned prob-
lem multimodality. The incorporation of the subset size into
the objective function is a way of combating this issue, as
was stated earlier.

ABC DE SGA PSO SCA WOA Jaya
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Fig. 2 Box and whisker plots of the average run-to-run stability
in terms of obtained feature subsets

Algorithm behaviour during the search process is in-
vestigated by considering average rankings during search,
obtained by applying the Friedman test across all datasets.
These results, recorded in 14 points during the search, are
presented in Fig. 3. Notably, Jaya had an overall greater
convergence-rate than the others in the beginning of the
search. It can be assumed that this is due to its solution
update mechanism that moves solutions towards the cur-
rent best and away from the worst. However, as is visi-
ble from the overall average rankings that it was unable to
sustain this momentum and DE was able to take the lead
shortly after and hold it until the end. The fact that DE
achieved the best rankings overall both on the validation
and testing data is suggestive of the lack of overfitting. Ac-
cordingly, an excessive exploitation might be a reasonable
approach only in the case of a restricted number of func-

tion evaluations and/or low dimensional datasets. A sim-
ilar behaviour can also be achieved in DE by incorporat-
ing a mutation operator that is focused on exploitation (like
best/1 or current-to-best/1). Also, putting a greater empha-
sis on exploitation in PSO by increasing the influence of
social component through parameter configurations (can be
achieved by appropriately setting c1 < c2) could accom-
plish an analogous effect. Nevertheless, a proper explo-
ration ability seems to be of considerable importance for
obtaining good solutions. Achieving a similar effect might
be, however, difficult with the more recent of the consid-
ered algorithms since their search mechanisms are ”fixed”
with only a single user-defined parameter being exposed
(the population size). Further, Figure 3 also provides sup-
port for the earlier statement about the slow convergence
of ABC. In the aforementioned figure, WOA stands out as
the worst performer in the end, which might be due to its
peculiar solution update mechanism, where solutions grad-
ually closer to the best-so-far solution are generated until
the whole population converges in the end. It was also the
only one amongst the considered algorithms that exhibited
spatial convergence of the population, although it does not
incorporate a selection procedure and new solutions are ac-
cepted regardless of quality. This probably plays a notable
role in the competitively low performance it attained since
exploration is impaired in the later phases of the search.
In turn, this might lead to a waste of function evaluations
(the computationally most expensive part of the search) as
many similar solutions are created that are likely to result
in identical binary vectors. An increase of the population
size might represent a remedy in that regard. To be fair,
the other algorithms that operate in the real domain are not
immune to a possible waste of evaluations, especially in
the late phases of the search as the population converges.
It should noted that the above-mentioned is an assumption
and certainly warrants investigation.
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Fig. 3 Average rankings from the Friedman test during search

It is interesting to observe that the only algorithm oper-
ating directly with binary solutions, namely SGA, was out-
performed by several others that operate on real-valued so-
lutions and later transform them into binary space. Also
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interesting is that over half of the considered algorithms
utilise solution updating mechanisms that incorporate a
movement towards the best-so-far solution. However, as is
apparent from the reported results, not all are made equally.
The one utilised in Jaya seems to be more effective since
it performed notably better than the others. In the end,
the performance of PSO left much to be desired, espe-
cially since it has been used as the foundation for numer-
ous FS approaches (see, e.g., [5]). Due to such seem-
ingly low performance exhibited by some of the optimis-
ers, post-hoc experiments were conducted in an attempt to
see if notable performance improvements can be attained
in a simple manner. In particular this refers to the SGA,
PSO, WOA and SCA algorithms. In the case of SGA, the
survivor selection procedure was changed to incorporate
elitism since it is well-known that without it its performance
suffers greatly. More precisely, this was approached by in-
corporating the µ + λ survival selection procedure (with
µ = λ = N). As for the remaining algorithms, PSO, WOA
and SCA, trivial parameter tuning was employed to this
end. Accordingly, each of these algorithms were tested with
several different parameter configurations. This should also
shed some light on the possible limitations discussed earlier
regarding the number of user-defined parameters on algo-
rithm flexibility. The results for individual algorithms in the
latter group, along with the parameters used, are reported
in Table 4. It should be noted that the various parameter
configurations for PSO have been taken from the literature,
whereas the ones for SCA and WOA have been chosen to
cover a reasonable range of population sizes.

Table 4 Overall results in terms of measures derived from the
average F1-scores whilst tuning PSO, SCA and WOA

PSO
Parameter configuration FR d2 d∞ #Best #Worst
c1 = c2 = 1.496, ω = 0.7298 2.29 0.81 0.42 3 7
c1 = 2.0412, c2 = 0.9477, ω = 0.729 1.50 0.79 0.42 7 0
c1 = 0.95, c2 = 2.85, ω = 0.1 2.21 0.81 0.41 4 7

SCA
Parameter configuration FR d2 d∞ #Best #Worst
n = 20 2.89 0.82 0.41 2 1
n = 30 3.64 0.83 0.41 2 7
n = 50 3.36 0.82 0.41 2 4
n = 70 2.36 0.81 0.41 3 0
n = 100 2.75 0.81 0.41 5 2

WOA
Parameter configuration FR d2 d∞ #Best #Worst
n = 20 3.57 0.81 0.41 1 5
n = 30 3.57 0.82 0.41 0 3
n = 50 2.79 0.80 0.41 3 2
n = 70 2.07 0.78 0.41 6 1
n = 100 3.00 0.82 0.41 4 3

As may be observed, an increase in exploration abil-
ity resulted in higher overall performance in the case of
all three algorithms. This is suggested by the following.
A larger emphasis on the cognitive component (achieved
by c1 > c2) in PSO and an increased population size in
SCA and WOA resulted in performance boosts. Surpris-
ingly, WOA was considerably more susceptible to param-
eter tuning than SCA although both only expose the popu-
lation size as a tunable parameter. This could be taken as
SCA being more robust to varying values of the parame-
ter, however, noting its overall low performance this cannot
be accepted as an advantage. It is interesting to note that

both performed slightly better for n = 70 than for n = 100,
which can raise the question of further performance im-
provements when increasing the population size but war-
rants an additional and more comprehensive investigation
for deriving concrete conclusions. As it goes for PSO, the
population size of NS = 30 was kept fixed throughout all
experiments since that value is most commonly used and
considered as standard. Certainly, more extensive tuning,
at least of the parameters excluding the population size,
is necessary in order to paint a broader picture of its true
performance potential. Also, changing the neighbourhood
structure (or population topology) [32] might be considered
(like the ring structure to enhance exploration) as an effec-
tive means to boost performance.

In order to properly evaluate the improvements of the
algorithms included in the post-hoc experiments and in or-
der to put them into perspective, their best performing vari-
ants (suffixed with a ?) were compared to the remaining
and untuned algorithms (ABC, DE and Jaya). The results
of that comparison are shown in Table 5 and 6. Groupings
apparent from the original experiment failed to hold i.e. the
mutual ordering of the algorithms in terms of overall perfor-
mance changed. The incorporation of a different and elitist
survival selection procedure into SGA pushed it (denoted
as SGAµ+λ ) near DE performance levels and a group con-
sisting of these two stands out. This could also be discerned
from the ranks of the Wilcoxon test where these two algo-
rithms were able to outperform the competition in a statisti-
cally significant manner. The other apparent group consists
of ABC, PSO, Jaya and, interestingly, WOA which was able
to climb up in the rankings. This confirms the previous pre-
sumption that an increase of the population size in WOA
might yield a performance boost. Despite tuning attempts,
SCA was left singled out at the rear in terms of performance
(as indicated by all the considered performance measures).

Table 5 Comparison of all algorithms after performance
improvement attempts

Alg. FR d2 d∞ #Best #Worst

ABC 4.79 0.79 0.42 3 5
DE 2.57 0.76 0.40 2 0
SGAµ+λ 2.79 0.77 0.40 5 2
PSO? 4.64 0.79 0.42 1 2
SCA? 5.21 0.81 0.41 0 4
WOA? 4.21 0.78 0.41 2 1
Jaya 3.79 0.78 0.41 1 0

Table 6 Results of the Wilcoxon test for multiple comparisons

ABC DE SGAµ+λ PSO? SCA? WOA? Jaya
ABC — 18.0� 23.5� 44.0 60.0 44.0 22.5�

DE 87.0† — 54.0 89.0† 92.0† 75.0 91.0†

SGAµ+λ 81.5 51.0 — 85.0† 92.0† 74.0 81.5†

PSO? 61.0 16.0� 20.0� — 63.0 53.0 24.0�

SCA? 45.0 13.0� 13.0� 42.0 — 10.0� 27.0
WOA? 61.0 30.0 31.0 52.0 95.0† — 45.0
Jaya 82.5 14.0� 23.5 81.0 78.0 60.0 —

5. CONCLUSION

In this paper the performance of several bio-inspired
computation algorithms was explored for the feature selec-
tion (FS) problem. Several well-known optimisers along

ISSN 1335-8243 (print) c© 2020 FEI TUKE ISSN 1338-3957 (online), www.aei.tuke.sk



Acta Electrotechnica et Informatica, Vol. 20, No. 2, 2020 41

with some more recent ones were selected and experimen-
tally evaluated on diverse datasets. Based on the obtained
results the differential evolution (DE) algorithm can be rec-
ommended for tackling the FS task. The feature subsets
it attained resulted in the overall highest classification per-
formance. Another reasonable suggestion is the genetic
algorithm (GA). The simple GA (SGA) did not perform
nearly as good as DE, however, further examination re-
vealed promising results attained by a simple replacement
of the survivor selection procedure. The main benefit of the
GA is that it directly operates in the binary solution space
and thus no transformation of candidate solutions is nec-
essary. Further, a favourable aspect of both DE and GA
are the numerous operators and enhancements that can be
found in the literature. Apart from Jaya, which was able to
compete with DE, the other included recent optimisers [sine
cosine algorithm (SCA) and whale optimisation algorithm]
were seemingly not able to do so. Although some improve-
ments were gained through simple parameter tuning, these
were not convincing enough to earn a recommendation.

Run-to-run consistency of found subsets is rarely con-
sidered when bio-inspired optimisers are applied to FS but
it is something that should not neglected. It is crucial for
the interpretability of feature subsets as well as for provid-
ing insight into feature interactions and relevance. Accord-
ingly, appropriate measures should be taken as to ensure
relative stability when developing algorithms for FS. Vari-
ous approaches that can be considered for that purpose are
presented in [33]. This is where DE again performed gener-
ally better than the other competing optimisers, albeit nei-
ther can be regarded particularly stable. Another possible
direction for future work could be a more extensive analy-
sis including more bio-inspired optimisers as well as larger
datasets, both in terms of sample and feature count. The
latter represents a more serious issue and should be kept in
mind since, according to the literature (see, e.g., [5]), these
approaches are not suitable when dealing with several thou-
sand features. Pre-processing steps, like an initial reduc-
tion via filter-based approaches or clustering, could provide
aid in this case and warrant consideration. Further, the em-
ployed parameter values were taken as recommended by the
literature and represent the approach likely to be taken by
an aspiring practitioner. However, performance gains are
to be had with parameter tuning as is demonstrated by the
additional conducted experiments. Yet, the extent of these
improvements could prove to be inconsequential for some
algorithms as was the case with SCA.

Finally, this paper might be considered as another cri-
tique on the metaphor-centric algorithm development ap-
proach. Hence, it should be remarked that this was not
the intention. However, the presented results do not pro-
vide any compelling reasons for favouring recent proposals
over the much older algorithms and question their signif-
icance to the bio-inspired computation community. In the
end, the well-established algorithms proved be the reason-
able choice for developing FS approaches.
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