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ABSTRACT
A system is a set of processes and equipment to perform a task or a mission. The rational exploitation of the system depends on its configuration. An optimal configuration avoids excessive expenses. The primary function of a modern electric power system is to provide its customers with electrical energy as economically as possible with an acceptable degree of reliability. This degree of hope requires an optimal design. In the engineering context, choosing equipment based on availability, cost, and performance is the most important decision variable for optimizing a process. Depending on the availability of technologies on the market, the development of an iterative algorithm will be necessary in order to adapt to each request its optimal structure. This article discusses the resolution of a set of coherent problems that must be maximized, minimized, or minimized - to maximize single-objective or multi-objective functions under a set of constraints. These types of problems are called Max-Min / or Min─Max functions.
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1. INTRODUCTION
The design of a power generation, transmission and distribution system must consider, first and foremost, continuity of service. For this, when designing our system, we must focus on finding the optimal configuration that ensures the feasibility, efficiency, robustness and rational operation of the system to be designed. This without forgetting to think about the cost. For this purpose, the designer must estimate the cost of equipment and especially the management of defects and time and cost of operation. Optimizing the design of a system aims to find the configuration that offers the best compromise.

The types of solutions available to meet energy supply needs are many and varied. We can mention: the installation of new generation equipment in the network in question, the installation of new transmission lines to access the production equipment of neighboring networks, etc. This is to intervene in real time in case of default, reduce operating costs and ensure continuity of service.

One of the meta-heuristics that has revolutionized research in this field is the ACF: these are the ACF ant (ant colony algorithm) algorithms. This heuristic has been applied to many systems, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10], and has proved advantageous in terms of robustness and efficiency. It remains to model the production of energy using this heuristic and test its reliability.

The goal of our work is to optimize the design of an electrical network by using objective functions for optimal choice of components according to the ant colony method in order to design a new concept of continuous supply of electrical energy at lower cost.

The objective functions considered are twofold: Minimize the cost of the system under the minimum reliability constraint and Optimize the reliability of the system under the constraint of the costs of design, implementation and operation of the system. The test must therefore consider both minimizing costs and maximizing reliability under the constraints of reliability and cost.

2. SUBJECT
The problem to solve is to optimize an objective cost function under reliability constraints. In other words, it is a question of selecting the best combination of elements in order to minimize the total cost while respecting the required level of reliability.

Items can be selected in any combination of items available on the market and any order.

In order to apply ACO to the problem of optimizing systems in parallel series, the problem is represented by a graph G = (V, E) whose vertices correspond to the subsystems and to the available elements and whose edges represent the paths connecting the subsystems to their corresponding elements. On each side is also associated a weight according to the quality of the equipment (reliability, performance and cost) chosen.

![Fig. 1 Power-energetic parallel-series system](image-url)

The ants are guided, during the construction of a system, by the heuristic information specific to the problem which is inversely proportional to the cost of the elements (the ants choose the least expensive elements) and to the pheromone rate (experiment of other ants).

Consider a parallel series system containing n subsystem C_i (i = 1,2, ..., N) in a series arrangement as shown in Fig. 1.
Each subsystem Ci contains a number of elements or components connected in parallel. For each subsystem i, there is a different version of the elements (generators, transformers and lines) available on the market. For each subsystem of elements, different versions and number of components can be chosen. For each subsystem i, the elements are characterized by their costs (Civ), their reliability (Riv) and their performances (Giv) attributed to their versions. The structure of the element system i can be defined by the number of elements or components in parallel (of each version) kiv, where V i is the number of versions of elements of type i. The structure of the whole system is defined by vectors. For a set of vectors k1, k2, ..., Kn, the total cost of the system is given by the following expression:

$$C = \sum_{i=1}^{n} \sum_{v=1}^{V_i} k_{iv} C_{iv}$$  \hspace{1cm} (1)

**Primal problem**

The problem of optimizing a redundant multi-state system can be formulated as follows: find the configuration where the minimum cost system structure k1, k2, ..., kn which is at a higher or equal reliability level to that indicated threshold R0.

Minimise

$$C = \sum_{i=1}^{n} \sum_{v=1}^{V_i} k_{iv} C_{iv}$$  \hspace{1cm} (2)

Under Constraint

$$\prod_{i=1}^{n} \prod_{j=1}^{J_j} p_j q(Z) \min_{v=1}^{V_i} G_{iv} \geq R_0$$  \hspace{1cm} (3)

$$\eta_{ij} = \frac{1}{1 + c_{ij}}$$  \hspace{1cm} (4)

Min- Max

$$\text{Min} \left[ \prod_{i=1}^{n} \left( \prod_{j=1}^{J_j} p_j q(Z) \min_{v=1}^{V_i} G_{iv} \right) \right]$$  \hspace{1cm} (5)

Under Constraint

$$C = \sum_{i=1}^{n} \sum_{v=1}^{V_i} k_{iv} C_{iv} \leq C_0$$  \hspace{1cm} (6)

**Dual problem**

The optimization problem of a redundant multi-state system can be formulated as follows: to maximize R of a structure (k1, k2, ..., kn) whose cost is less than or equal to a certain budget.

Maximise

$$\text{Max} \left[ (R(t)) = \prod_{i=1}^{n} \left( \prod_{j=1}^{J_j} p_j q(Z) \min_{v=1}^{V_i} G_{iv} \right) \right]$$  \hspace{1cm} (7)

Under Constraint

$$C = \sum_{i=1}^{n} \sum_{v=1}^{V_i} k_{iv} C_{iv} \geq R_0$$  \hspace{1cm} (8)

$$\prod_{i=1}^{n} \prod_{j=1}^{J_j} p_j q(Z) \min_{v=1}^{V_i} G_{iv} \geq R_0$$  \hspace{1cm} (9)

$$C = \sum_{i=1}^{n} \sum_{v=1}^{V_i} k_{iv} C_{iv} \leq C_0$$  \hspace{1cm} (10)

**Trial problem (Multi-Objective)**

This problem includes a bi-objective function to optimize for a redundant multi-state system that can be formulated as follows:

Find the configuration where the system structure k1, k2, ..., kn is cheaper, but its reliability is maximum with a set of constraints.

These problems usually take the name of multi-objective optimization. This optimization method allows flexible use according to the needs of the designer.
\[ \eta_{ij} = \frac{F}{1 + c_{ij}} \] (12)

3. METHODS

3.1. Presentation of the electrical network

The adaptation of the electricity grid to its load is done by analogy to a serial parallel industrial process such as agribusiness. Often an electrical network (generation, transport, distribution and distribution) is presented as a configuration containing several columns with parallel components in series (subsystems) coupled to a model of load as shown in the following figure:

**Fig. 4** Parallel series structure of an electrical network

**Production subsystem (Generator):** It is the main vertebra of the global electrical network system, it is the subsystem No. 1 of all parallel-serial subsystems. Electrical energy is well born from this cradle formed by a set of generators productions, they can be presented by their nature or version (type-provider), by their costs and their performance (active or apparent power). Note by \( G_i \) the individual performance and \( C_i \) the costs of each generator forming the subsystem. The final product of this subsystem is Kwh. The latter is transited to another subsystem where it must be transformed and evacuated.

**Transformation Subsystem (Transformer MV/HV):** Generally, the subsystem generators operate at a voltage between 3-20 Kv, so transporting this energy requires MV/HV transformation. These transformers operating in parallel are assumed to have zero losses. This Subsystem encompasses a heterogeneous set of transformers (different performance, version, and cost).

**Transport subsystem (Line HV):** Makes the basis of a tree configuration whose voltage level is the same. Then these lines are placed in parallel and try to pass the energy from the upstream point to the downstream point.

**Transformation subsystem (Transformer HV/MV):** This subsystem consists of a set of parallel transformers whose capacity or total performance is the sum of the performances of the different versions and types of transformers, the characteristic that changes is the level of HV / MV voltage.

**Transport subsystem (Line MV):** The transport subsystem is usually based on medium voltage lines that supply medium voltage customers. The configurations are always arborescent. These lines are placed in parallel.

The transport subsystem is coordinated with HV line, HV / MV transformer and MV line (Fig. 5)

**Fig. 5** Subsystem transport

3.2. The ACO principle

Recently, (Dorigo, Maniezzo and Colorni, 1996) introduced a new approach to optimization problems derived from the study of any colonies, called “Ant System”. Their system inspired by the work of real ant colonies that exhibit the highly structured behaviour [14] [15]. Ants lay down in some quantity an aromatic substance, known as pheromone, in their way to food. An ant chooses a specific path in correlation with the intensity of the pheromone. The pheromone trail evaporates over time if no more pheromone in laid down by others ants, therefore the best paths has more intensive pheromone and higher probability to be chosen. This simple behaviour explains why ants are able to adjust to changes in the environment, such as new obstacles interrupting the currently shortest path.

Artificial ants used in ant system are agents with very simple basic capabilities mimic the behaviour of real ants to some extent. This approach provides algorithms called ant algorithms [16]. The Ant System approach associates pheromone trails to features of the solutions of a combinatorial problem, which can be seen as a kind of adaptive memory of the previous solutions. Solutions are iteratively constructed in a randomized heuristic fashion biased by the pheromone trails [13], left by the previous ants. The pheromone trails, \( \tau_j \), are updated after the construction of a solution, enforcing that the best features will have a more intensive pheromone. An Ant algorithm presents the following characteristics. It is a natural algorithm since it is based on the behaviour of ants in establishing paths from their colony to feeding sources and back. It is parallel and distributed since it concerns a population of agents moving simultaneously, independently and without supervisor. It is cooperative since each agent chooses a path on the basis of the information, pheromone trails, laid by the other agents with have previously selected the same path. It is versatile that can be applied to similar versions the same problem. It is robust that it can be applied with minimal changes to other combinatorial optimization problems. The solution of the
travelling salesman problem (TSP) was one of the first applications of ACO.

Various extensions to the basic TSP algorithm were proposed, notably by Dorigo and Gambardella (Dorigo and Gambardella, 1997a) et at. The improvements include three main aspects: the state transition rule provides a direct way to balance between exploration of new edges and exploitation of a priori and accumulated knowledge about the problem, the global updating rule is applied only to edges which belong to the best ant tour and while ants construct solution, a local pheromone updating rule is applied. These extensions have been included in the algorithm proposed in this paper.

### 3.3. Equations

$m$ ants are initially positioned on a vertex representing a subsystem. Each ant will represent a possible configuration of the system. This configuration consists of $n$ subsystems in series, each subsystem $i$ in turn consists of $k_i$ elements in parallel. The $k_i$ elements of each subsystem are selected from any combination of the available elements. Each ant builds a solution, an ant placed on subsystem $i$ chooses a machine $j$ by applying a state transition rule given by:

$$j = \arg\max_{u \in J_i} \left[ \left( \tau_{ij}(t) \right)^{\alpha} \cdot \left( \eta_{ij} \right)^{\beta} \right] \text{ s.t. } s \leq q_0$$  \hspace{1cm} (12)

$$P_i^K J(t) = \frac{\left( \tau_{ij}(t) \right)^{\alpha} \cdot \left( \eta_{ij} \right)^{\beta}}{\sum_{l \in J_i^K} \left( \tau_{il}(t) \right)^{\alpha} \cdot \left( \eta_{il} \right)^{\beta}}$$  \hspace{1cm} (13)

where:

- $\alpha$: Represents the relative importance of the pheromone trail.
- $\beta$: Represents the relative importance of the heuristic information $\eta_{ij}$.
- $AC_i$: Represents all the elements available for subsystem $i$.
- $q_0$: Random number between 0 and 1.

The parameter determines the relative importance of exploitation against exploration: whenever an ant on a subsystem $i$ must choose a machine $j$, it first generates a random number if, therefore, the best edge is selected following the relation (12) (exploitation), otherwise an edge is chosen according to the relation (13) (biased exploration).

The update of the pheromone consists of two phases:

- Local update.
- Global update.

During the construction of a solution, the ant modifies the amount of pheromone on the edges visited by the application of the rules of update. The local update is introduced to avoid premature convergence and reduces the amount of pheromone on the edge connecting a given machine to its subsystem so as to discourage the next ant from choosing the same machine during the same cycle. The local update is given by:

$$\tau_{ij}^{new} = (1 - \rho) \tau_{ij}^{old} + \rho \Delta \tau_{ij}$$  \hspace{1cm} (14)

$\rho$: is a coefficient so $(1 - \rho)$ that represents the evaporation of the pheromone trace and $\tau_0$ an initial value of the intensity of the pheromone trace.

Once all the ants have chosen their structure during a cycle, the amount of pheromone on the edges belonging to the best solution of the cycle (better ant) is reinforced again by applying the rule of global update

$$\tau_{ij}^{new} \rightarrow (1 - \rho) \tau_{ij}^{old} + \rho \tau_0$$  \hspace{1cm} (15)

The final solution is the best solution found during all cycles and it is obviously the one that satisfies the constraint of reliability at lower cost.

A program (ANT OPTI) has been designed for optimizing the structures of parallel multistate series systems [19].

### 3.4. Description of the algorithm

Case of a fluid production structure (eg electro-energy industry (production, transport and distribution of electrical energy), plastic recycling industry, electronic chain industry, etc.).

**Step 1:**

Set $NC=0$ /*[NC: Conteur de Cycle]*/.

For each arc $(i, j)$ put an initial value

$$\tau_{ij}(0) = \tau_0 / *\{\text{initial pheromone level}\} / *.$$

**Step 2:**

For $k=1$ to $\text{Nb\{ants\}}$ do /*\{Nb number of ants on the subsystem\}*/.

For $j=1$ to $M_{\text{max Composants}}$ do /*\{M_{\text{max Composants}}: Components or elements the technical maximum on a subsystem (generator, transformers, or transport lines)\}*/.

Choose a component or elements, introduce an empty component {blanks}, respecting the probability equations (1) and (2).
Make a Local Update of the pheromone track to choose a component of the subsystem arc (i, j):

\[ \tau_{ij}^{new} \rightarrow (1 - \rho)\tau_{ij}^{old} + \rho \tau_o \]

End For

Step 3:

Calculate Ak or Rk / * {System reliability for each ant}* /.

{Ushakov method}:

For j = 1 to kmax / * {kmax}: / * Maximum number of components or elements in parallel * /.

{Applying the equations}:

\[
\begin{align*}
    u_p(z) &= \prod_{j=1}^{J} u_j(z) \\
    u_j(z) &= \sum_{i=1}^{n} P_i z^{a_i} \\
\end{align*}
\]

For i = 1 to n / * n: number of subsystems in series * /.

{Applying the equations}:

\[
\begin{align*}
    u_s(z) &= \delta(u_1(z), u_2(z), \ldots, u_m(z)) \\
    \eta(u_1(z), u_2(z)) &= \delta \left( \sum_{i=1}^{n} P_i z^{a_i}, \sum_{j=1}^{m} Q_j z^{b_j} \right) \\
    &= \sum_{i=1}^{n} \sum_{j=1}^{m} P_i Q_j z^{\min\{a_i, b_j\}} \\
\end{align*}
\]

Calculate the total cost / * Cost of the structure or topology of each ants * /.

{Applying the equation}:

\[ C = \sum_{i=1}^{n} \sum_{v=1}^{V} k_{iv} C_{iv} \]

Make a global update and save the best solution / * Structure of the best ant * /.

Step 4:

Global Update for the Pheromone Track / * Structure of the Best Ant * /

For each arc (i, j) ∈ to the best solutions, Update the pheromone track

{Applying the equations}:

\[ \tau_{ij}^{new} \rightarrow (1 - \rho)\tau_{ij}^{old} + \rho \Delta \tau_{ij} \]

\[ \Delta \tau_{ij} = \begin{cases} 
1 & \text{if } (i, j) \in \text{ best tour} \\
0 & \text{otherwise} 
\end{cases} \]

End For

Step 5:

Cycle = Cycle + 1

If {NC < N Cmax} and / * behavior without stagnation {behavior without stagnation / * *}

Then

Goto step 2

Else

Print and save the best solution / * structure with the best component * /.

Stop.

4. RESULTS

The structure of the grid network, involves the following columns (subsystems) to execute all the phases concerning the production transformation distribution and distribution of energy. These columns are illustrated below:

Gi: Represents performance or capacity in% of power total.

Pi: Represents the reliability of the element in%.

Ci: Represents the cost in% of the investment on each column (subsystem).

1-Column {1} represents the subsystem 1 (energy production) which comprises four (04) power generators of 4. 200 Mw.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gi %</td>
<td>100</td>
<td>98</td>
<td>95</td>
<td>120</td>
</tr>
<tr>
<td>Pi %</td>
<td>89.9</td>
<td>99.7</td>
<td>78</td>
<td>79.7</td>
</tr>
<tr>
<td>Ci %</td>
<td>45</td>
<td>115</td>
<td>2.5</td>
<td>15</td>
</tr>
</tbody>
</table>
2-Column \{2\} represents subsystem 2. (Energy Transformation Column) MV / HV transformers with four (04) transformers:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_i)%</td>
<td>100</td>
<td>97</td>
<td>99</td>
<td>80</td>
</tr>
<tr>
<td>(P_i)%</td>
<td>89.9</td>
<td>96</td>
<td>69.7</td>
<td>89.7</td>
</tr>
<tr>
<td>(C_i)%</td>
<td>140</td>
<td>215.6</td>
<td>30</td>
<td>74</td>
</tr>
</tbody>
</table>

3-Column \{3\} represents subsystem 3 (HT Transport Line Column) which has five (05) lines.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_i)%</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>120</td>
</tr>
<tr>
<td>(P_i)%</td>
<td>78</td>
<td>79.8</td>
<td>98</td>
<td>79.8</td>
<td>89.8</td>
</tr>
<tr>
<td>(C_i)%</td>
<td>21</td>
<td>32</td>
<td>50</td>
<td>21</td>
<td>80.1</td>
</tr>
</tbody>
</table>

4-Column \{4\} represents Subsystem 4 (Transformer Column HT / MT) which has three (04) transformers.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_i)%</td>
<td>96</td>
<td>98</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(P_i)%</td>
<td>97</td>
<td>79.7</td>
<td>98</td>
<td>89.5</td>
</tr>
<tr>
<td>(C_i)%</td>
<td>39</td>
<td>75</td>
<td>120</td>
<td>25</td>
</tr>
</tbody>
</table>

5-Column \{5\} represents subsystem 5 (MT Line Column) which has seven (07) lines.

The demand of the customers HT and MT which represents the 20% in HT and 80% in MT for the current year is estimated at a power of 800 Mw on the electrical network. This request is estimated on an annual basis of 8760 h. The demand is 100% for an annual peak of half-yearly value which is reduced to 75% during one quarter so the reduction is followed by 50 and 25% during the other two remaining quarters. Table 1 illustrates this cumulative demand.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_i)%</td>
<td>98</td>
<td>100</td>
<td>95</td>
<td>90</td>
<td>100</td>
<td>96</td>
<td>85</td>
</tr>
<tr>
<td>(P_i)%</td>
<td>95</td>
<td>89.5</td>
<td>79.5</td>
<td>65</td>
<td>85</td>
<td>89.8</td>
<td>79.9</td>
</tr>
<tr>
<td>(C_i)%</td>
<td>41.5</td>
<td>210</td>
<td>10</td>
<td>61</td>
<td>81</td>
<td>99</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 1 Characteristics of Predisposed Elements

<table>
<thead>
<tr>
<th>Level of request (%)</th>
<th>100</th>
<th>75</th>
<th>50</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (h)</td>
<td>4380</td>
<td>1095</td>
<td>1095</td>
<td>1095</td>
</tr>
<tr>
<td>Reliability (%)</td>
<td>50</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
</tr>
</tbody>
</table>

For the primal problem, the results obtained by the ant colonies for the reliability thresholds, 0.85, 0.97 and 0.99. It can be seen that by increasing reliability, the cost increases. So, to have better reliability you have to invest more. For a very important reliability level of 0.99, the cost is important 11.4919. While for a reliability level of 0.97, the cost is halved 5.5649. Since our goal is to get good reliability at a lower cost, the best configuration is the reliability constraint of 0.97 (Table 2).

Table 2 Optimal solutions obtained by ant colony algorithm primal problem

<table>
<thead>
<tr>
<th>Contraint of the reliability (R_0)</th>
<th>99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best configurations</td>
<td>Sous Système 1 : 3(3)-1(4) Sous Système 2 : 1(1)-3(3) Sous Système 3 : 2(1)-1(3)-2(4) Sous Système 4 : 4(4) Sous Système 5 : 7(3)</td>
</tr>
<tr>
<td>Reliability calculated (R)</td>
<td>0.97358</td>
</tr>
<tr>
<td>Cost of investment in % (Mln DA)</td>
<td>5.5649</td>
</tr>
<tr>
<td>Cycle</td>
<td>8</td>
</tr>
<tr>
<td>Ant</td>
<td>2</td>
</tr>
</tbody>
</table>

For the dual problem we varied the cost for the different values 10%, 15% and 20%. We can see that reliability has increased, but the cost has also increased. For the dual problem, you have to invest more to have good reliability (Table 3).

Table 3 Optimal solutions obtained by ant colony algorithm dual problem

<table>
<thead>
<tr>
<th>Contraint of the cost of investment in % (Mln DA)</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best configurations</td>
<td>Subsystem1 :1(1)-1(2)-1(3)-1(4) Subsystem2:1(1)-1(2)-1(3)-1(4) Subsystem3 :2(1)-1(2)-1(4)-1(5) Subsystem4 :1(1)-1(2)-1(3)-1(4) Subsystem5 :1(1)-1(2)-1(3)-1(4)-1(5)-1(6)-1(7)</td>
</tr>
</tbody>
</table>
For the trial problem, we varied the reliability for the different values 85%, 97% and 99% and the cost for the different values 10%, 15% and 20%. It is found that reliability has increased, but the cost has also increased by linear proportionality. The second configuration is the best because you get good reliability with a reduced cost (Table 4).

**Table 4** Optimal solutions obtained by ant colony algorithm trial problem

<table>
<thead>
<tr>
<th>Constraint of Reliability R₀ and Cost C</th>
<th>97</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best configurations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sous Système 1 : 1(1)-1(2)-1(3)-1(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sous Système 2 : 1(1)-1(2)-1(3)-1(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sous Système 3 : 1(1)-1(2)-1(3)-1(4)-1(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sous Système 4 : 1(1)-1(2)-1(3)-1(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sous Système 5 : 2(1)-2(3)-1(4)-1(5)-1(6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this article, we have optimized the electrical network in presenting a problem concerning the taking into account of three types of problems to the investors to make the choice according to their planned objectives:

- The first formulation allows us to have a low-cost design from the point of view of production and structure while guaranteeing an acceptable level of reliability this type is Primal.
- The second wording gives investors the opportunity to achieve their desired level of security while respecting the turnover to be allocated to the Dual type project.
- The third formulation allows us to have a compromise between the type Primal and Dual it is a type Min-Max or / and Max-Min.

These three formulations act in permutation between three nonlinear objective functions with their nonlinear constraints.

In this context, we have developed a specific Java platform program based on the ACO approach that optimizes objectives planned under "reliability - cost / performance" constraints.

The first formulation allows us to have an optimal system investment cost (component and energy production) in a range of 5.5-11.4% compared to the level of reliability required by the customer 85-99%. These results show a proportionality between an investment and a high security of the optimal system to design.

The second formulation allows us to have optimal designs with high reliability (system components and power) in a range of 98.7-99.5% corresponding to investments of 9.7-16.8%.

The third formulation allows us to have optimal designs to compromise between a high reliability / a minimum cost of investment on (system components and power) it is a type of problem Max-Min this last formulation belonging to the domain multi-objective. The simulation results led us to make the compromise between these two decision variables. The optimal configuration is 96.6-99.5% and 7.93-16.4% of compromise between reliability / cost respecting the budget guarantee to allocate thus a safety threshold of: 85-99% and 10-20%.
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