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ABSTRACT

This paper shows the power of game semantics when describing concurrent processes. First, we analyze the selected iterative model of database transaction execution and provide linear logic expression of this model. Next, game semantics for linear logic is used to express the semantics of the selected situation: transaction rollback. The developed strategy is being then proved using proof tree of the linear logic calculus. Finally, we discuss the presented power of game semantics of database transactions, and show future work directions in the field of expressing game semantics of software engineering problems.
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1. INTRODUCTION

Software engineering and the software industry often deal with the problem of ambiguous requirement definitions [11]. These requirements are being refined by analyzing questionnaires and/or during customer consultations. These activities develop a system of interacting processes that could be referred as the design plan of the software. When considering information processing systems, a subset of key processes is defined by database transactions. Our paper addresses this group of processes and their execution.

Information systems are distributed systems by their architecture. The most used mathematical modeling language for the description of distributed systems is a Petri net. In this paper, we build our linear logic description for database transactions also based on an existing Petri net model that was discussed by [3]. Linear logic is suitable to describe Petri net syntax, and provides a tool to express sentences of the language defined by it using linear logic sequents.

To express semantics of action sequences represented by sentences of the mentioned language, game semantics [12] is used. We use the Opponent-to-Proponent dialog games to achieve appropriate strategies, which describe semantics in our model, i.e. existence of a winning strategy for the proponent implies reachability and this strategy itself implies transaction life cycle. The life cycle stages are given by the sources and formulas used in the sentence describing the strategy.

We provide proponent payoff reachability proofs based on the sequents defined by the strategies. Proof trees are used when proving a sequent in the linear logic calculus. The sequent is proved, if the leaves of the proof tree contain only axioms.

The achieved results are prerequisites to prove selected internals of information systems such as self-properties and their execution strategies. The resulting model is also a pilot in the process of expressing self-properties of autonomous systems using linear logic and game semantics.

The organization of the paper is as follows. First, the theoretical basis is described in sections 2 and 3. Then, we introduce our linear logic model in section 4. Later in this section, the selected database transaction rollback is described and expressed in linear logic. For the resulting sequent game semantics is developed and proved. The last section discusses the results and shows future directions.

2. LINEAR LOGIC

Linear logic (LL) is a refinement of classical and intuitionistic logic. The emphasis is on resource depletion in the formula. New operators are introduced. It is one of the logical systems. It was introduced by Jean-Yves Girard in [5,6].

About linear logic, one could say that it is an important part of interfaces between mathematics and informatics. Its main advantage is the applicability in real world environments. We could select typical examples of linear logic application in parallel process theory, in logical and/or functional programming, and in computing program execution [5,10]. Other applications include description of Petri nets, Turing machines and proof nets.

Using:

- 0, 1, ⊥, ⊤ for constants,
- p for atomic expressions,
- (, ) as help symbols,
- →, ⊗, ⊕, ⊖, γ, & for logical operator symbols and
- !, ? for modal operators,

the syntax of LL could be expressed by the following production rule as in [6]:

\[ \phi ::= 0 | 1 | \perp | T | p | \phi_1 \rightarrow \phi_2 | \phi_1 \otimes \phi_2 | \phi_1 \oplus \phi_2 | \phi_1 \gamma \phi_2 | \phi_1 & \phi_2 | \phi_1 | | \phi ? \phi (1) \]

2.1. Operators of linear logic

[5,6] defines three categories of LL operators:

1. multiplicative (→, ⊗, γ),
2. additive (⊕, &), and
3. modal (!, ?) also called exponentials.

For each of these operators, the literature provides a description as follows:
Linear implication $\varphi_1 \rightarrow \varphi_2$ is used to express that the action $\varphi_1$ causes the (re)action $\varphi_2$. Execution of this implication consumes the source $\varphi_1$.

Multiplicative conjunction $\varphi_1 \otimes \varphi_2$ Both actions are executed in parallel. The constant 1 is the neutral value of this operation.

Multiplicative disjunction $\varphi_1 \lor \varphi_2$ Expresses alternative action execution: if the action $\varphi_1$ executes, then $\varphi_2$ does not, and vice versa. Neutral value for this operation is $\bot$.

Additive conjunction $\varphi_1 \& \varphi_2$ Only one of the actions will be executed, the decision is being made based on external circumstances (i.e. external non-determinism). Neutral value for this operation is $\perp$.

Additive disjunction $\varphi_1 \oplus \varphi_2$ Only one of the actions will be executed, the decision is being made based on internal circumstances (i.e. internal non-determinism). Neutral value for this operation is 0.

Exponential $!\varphi$ "of course" the source $\varphi$ can be used but will not be consumed.

Exponential $?\varphi$ "why not" is used to express potentiality of source $\varphi$.

Negation $(\varphi) ^{\bot}$ expresses the duality between action $\varphi$ and reaction $(\varphi) ^{\bot}$. Negation is involute: $\varphi^{\bot} = \varphi$, meaning that De Morgan rules apply for LL operators too:

$(\varphi_1 \otimes \varphi_2)^{\bot} \equiv \varphi_1^{\bot} \lor \varphi_2^{\bot}$ (2)

$(\varphi_1 \lor \varphi_2)^{\bot} \equiv \varphi_1^{\bot} \otimes \varphi_2^{\bot}$ (3)

$(\varphi_1 \& \varphi_2)^{\bot} \equiv \varphi_1^{\bot} \lor \varphi_2^{\bot}$ (4)

$(\varphi_1 \oplus \varphi_2)^{\bot} \equiv \varphi_1^{\bot} \& \varphi_2^{\bot}$ (5)

2.2. Deduction rules of linear logic

Girard describes the sequent calculus for linear logic in [6], where the main subject of interest is a sequent instead of LL formulas. A LL sequent consists of an antecedent (e.g. $\Delta$), the turnstile symbol ($\vdash$), and a succedent (e.g. $\Sigma$) as shown in eq. (6).

$\Delta \vdash \Sigma$ (6)

Turnstile ($\vdash$) expresses causality in the sequent calculus and defines two sides of the sequent. Girard also expressed the right-hand-side sequent expression, where the turnstile symbol is separated on the left side as leading symbol for the sequent. This alternative expression allows combination of facts and usage of rules in proof trees from both antecedent and succedent part of the original sequent. The transformation is defined as follows:

$\varphi_1, \ldots, \varphi_n \vdash \psi_1, \ldots, \psi_m$

transforms to:

$\vdash \varphi_1^{\bot}, \ldots, \varphi_n^{\bot}, \psi_1, \ldots, \psi_m$ (7)

Using this notation, we present the deduction rules as defined by [6]:

- Identity (i.e. $\Delta \vdash \Delta$):

  $\vdash \Delta, \Delta$ (id) (8)

- Cut, exchange:

  $\vdash \varphi, \Delta \vdash \varphi, \Sigma$ (cut) $\vdash \Delta, \varphi, \psi, \Sigma$ (ex) (9)

- Rules for logical operators:

  $\vdash \varphi, \Delta \vdash \psi, \Sigma$ $\vdash \varphi \otimes \varphi, \psi, \Sigma$ (6)

  $\vdash \varphi, \psi, \Delta$ $\vdash \varphi, \psi, \Delta$ (7)

- Rules for exponentials:

  $\vdash \Delta$ (w?) $\vdash ?\varphi, \Delta$ (ct)

  $\vdash \psi, ?\Delta$ (t) $\vdash \varphi, ?\Delta$ (der) (11)

  Dereliction expresses the following:

  $\varphi \rightarrow ?\varphi$ $!\varphi \rightarrow \varphi$ (15)

- Negation of exponentials:

  $(!\varphi)^{\bot} \equiv ?\varphi^{\bot}$ $(!?\varphi)^{\bot} \equiv !\varphi^{\bot}$ (16)

  $\varphi \rightarrow ?\varphi$ $!\varphi \rightarrow \varphi$ (15)

- Expressions with constants:

  $\vdash 1$ $\vdash \bot, \Delta$ $\vdash \top, \Delta$ (17)

$1^{\bot} \equiv 1$ $1^{\bot} \equiv 1$ $\top^{\bot} \equiv 0$ $0^{\bot} \equiv \top$ (18)

3. GAME SEMANTICS

Paul Lorenzen presented game semantics for logic. Later, his ideas were applied on linear logic by Blass in [2], and by Abramsky and Jagadeesan in [1]. In this type of semantics, the meaning of formulas is given by dialogs. Game semantics is based on game theory, which is a branch of applied mathematics. It analyzes and examines expected and real behavior of individuals in games.

The game or dialog is realized between two actors, which are denoted as $P$ for Proponent or $O$ for Opponent, respectively. The players (actors) express the input-output polarity of moves.

Luke Ong introduced the ideas included with Tab. [1] in [9] at the ICCL Summer School in 2004:

To express game semantics of a simple function call, we present a first-order function. We show a function example pred : $\mathbb{N} \rightarrow \mathbb{N}$.

1. O asks: "What is the output of this function?"
Table 1 Ong’s ideas

<table>
<thead>
<tr>
<th>Role</th>
<th>Point of view</th>
<th>Functional</th>
<th>Imperative</th>
<th>Concurrent</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>system</td>
<td>term</td>
<td>procedure</td>
<td>process</td>
</tr>
<tr>
<td>O</td>
<td>environment</td>
<td>program context</td>
<td>memory context</td>
<td>rest of the system</td>
</tr>
</tbody>
</table>

2. P asks: "What is the input to this function?"
3. O answers: "The input is 3."
4. P answers: "The output is 2."

Alternative way of expression:
\[
\text{pred} : \mathbb{N} \to \mathbb{N}
\]
\[
O \quad q
\]
\[
P \quad q
\]
\[
O \quad 3
\]
\[
P \quad 2
\]

Advantage of the presented short example is that it is good understandable. More complicated real-world examples would need to have additional information introduced. The rows from top to down represent the order of questions and answers in the dialog, columns indicate the subject of these questions and/or answers. Additional information that could be necessary is the group of arrows representing relations between questions and the corresponding answers or between two consecutive questions, respectively.

4. THE LOGICAL SYSTEM OF DATABASE TRANSACTIONS

In our work, we implemented the logical system consisting of linear logic description of the iterative model of continuous transaction tracking and deadlock detection system presented by Chen in [3] originally using a stochastic Petri net (SPN) of 13 places and 17 transitions. Our solution uses linear logic for situation handling (state-action) description and game semantics for transaction life cycle description by strategies. To maintain correspondence to the original model, the same notation for the places and transitions is used. Only relevant ones are discussed in this paper (see Tab. 2).

In this paper, we present the solution of the example situation of transaction rollback. Rollback in our model is expressed in linear logic as follows:
\[
!(p_7 \rightarrow (p_2 \& p_5))
\]
\[
\otimes !(p_2 \rightarrow p_2)
\]
\[
\otimes !(p_2 \rightarrow (p_3 \& p_4))
\]
\[
\otimes !(p_4 \rightarrow p_4)
\]
\[
\otimes !(p_4 \rightarrow (p_6 \& p_{12}))
\]
\[
\otimes !(p_6 \rightarrow p_1)
\]
\[
\otimes p_7
\]
\[
\vdash p_1
\]

The transitions will be not consumed, i.e. could be fired any time the prepositions are met, therefore each of them is expressed using the ! exponential. The actions could be

Table 2 Description of relevant places and transitions based on the original SPN model [3]

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>Transaction is waiting for the first lock.</td>
</tr>
<tr>
<td>$p_2, p_3$</td>
<td>Transaction is waiting for its next lock.</td>
</tr>
<tr>
<td>$p_4, p_4$</td>
<td>Transaction sets the lock.</td>
</tr>
<tr>
<td>$p_5$</td>
<td>Transaction unlocks its locks after successful commit.</td>
</tr>
<tr>
<td>$p_6$</td>
<td>Transaction unlocks its locks after being aborted (no success, e.g. rollback).</td>
</tr>
<tr>
<td>$p_7$</td>
<td>Transaction is performing calculations after it gained access to data.</td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>Transaction is waiting for other ones to unlock data items.</td>
</tr>
<tr>
<td>$!(p_7 \rightarrow (p_2 &amp; p_5))$</td>
<td>Stochastic phenomenon of continuing or ending the transaction, respectively. [3] defines a probability of $P_{exit}$ that depends on the state of the whole system.</td>
</tr>
<tr>
<td>$!(p_2 \rightarrow p_2)$</td>
<td>Timed transition representing waiting for the next lock.</td>
</tr>
<tr>
<td>$!(p_2 \rightarrow (p_3 &amp; p_4))$</td>
<td>Stochastic phenomenon of granting or rejecting the next lock for the transaction, respectively. [3] defines a probability of $P_{g2}$ that depends on the state of the whole system.</td>
</tr>
<tr>
<td>$!(p_4 \rightarrow p_4)$</td>
<td>Timed transition representing waiting for the deadlock detection algorithm to finish.</td>
</tr>
<tr>
<td>$!(p_4 \rightarrow (p_6 &amp; p_{12}))$</td>
<td>Stochastic phenomenon of removing the transaction from the system (e.g. rollback) or setting its state to waiting for finishing of other transactions, respectively. [3] defines a probability of $P_d$ that depends on the state of the whole system.</td>
</tr>
<tr>
<td>$!(p_6 \rightarrow p_1)$</td>
<td>Timed transition representing the time needed to unlock all locks set by the failed transaction and to rollback data items.</td>
</tr>
</tbody>
</table>
also performed in parallel that is indicated by the usage of multiplicative conjunction $\otimes$.

The facts $p_7$ and $p_1$ represent initial and final states in the system (i.e., markings, in terms of Petri nets), respectively. The goal of this example is to follow transaction life cycle from the state it finished some calculations ($p_7$) through asking for another data item lock ($p_2$) to its rollback to the queue of waiting transactions ($p_1$).

Rollback strategy based on our model is shown in Fig. 1, where the game semantics of this operation is expressed. The goal of the opponent is to ask questions until the proponent can answer them. The first question is aimed on the existence of the result, i.e., if the transaction could be in the queue of waiting transactions. The dialog continues by mutually exchanging the positions of interviewer between $O$ and $P$ to get closer to a specific information. Possible branches in the dialog (i.e., alternative ways) are determined by values of probability defined by [3] and are chosen by the authors to model the selected rollback situation. The presented strategy is finite and has all questions answered. The order of answering the questions is given by the arrows between the letters $q$ in Fig. 1; the letters $n$ represent corresponding answers, the order of asking the answers is given by the order of rows starting with $O$ respectively $P$ (for opponent or proponent) from top to down.

The proof of the found strategy is presented in Fig. 2 where the evaluation is given by the proof tree in the sequent calculus for linear logic.

5. DISCUSSION AND FUTURE WORK

Both computer science and software engineering aim to describe large software systems to ease their development, usage and maintenance. This description was formerly based on structural modeling and derivation of results as a completely new software but, with the emerging demand on software modifications (software update), behavioral description of software comes into foreground. Such a description of existing systems allows their deep understanding, detailed evaluation, maintenance, adaptation and these processes lead to a better software system.

This work has been devoted to the solution of a practical example from the field of informatics, in particular database systems. In the example, linear logic was used to describe the system of transactions monitoring and game semantics was used to express the examples of transaction life cycle. This way a logical system for game semantics of database transactions was created.

The found strategy and the reachability of its result were proved using a proof tree. The resulting strategy and the proof is quite complicated even when a relatively simple assignment is given. The rollback strategy is straightforward, following its unique goal. Other operations are more complicated due to their concurrency.

The presented system provides much greater opportunity to express the game semantics of transaction processing tasks. One such task could be the game semantics of
parallel execution of more independent or competing transactions, respectively.

The results respectivley failures found in the existing LL model, e.g. failing to find a good strategy would help to identify the problematic parts of the model that need to be changed.

In the future, we plan to create a LL description of processes inside a large information system based on its specification to provide a tool for system’s self-reflection.
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