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ABSTRACT
Fuzzy algebra is an algebraic structure in which classical addition and multiplication are replaced by ⊕ and ⊗, where a⊕ b =

max{a,b}, a⊗ b = min{a,b}. Fuzzy discrete dynamic systems can be introduced by fuzzy matrices and are useful for describing
knowledge engineering, scheduling, cluster analysis, fuzzy logic programs, diagnosis of technical devices or medical diagnosis.

The paper deals with robust matrices over fuzzy algebra. There are defined the terms of the possible and universal robustness
of interval matrices. The work describes the necessary and sufficient condition for the possible and universal robustness of interval
Toeplitz matrices which satisfy a certain condition, called the condition C ∗.
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1. INTRODUCTION

Studying matrix properties in fuzzy algebra, where ad-
dition and multiplication are formally replaced by opera-
tions of maximum and minimum, is of great importance for
applications in various areas. Fuzzy discrete dynamic sys-
tems can be introduced by fuzzy matrices and are useful
for describing knowledge engineering, scheduling, cluster
analysis, fuzzy logic programs [6], diagnosis of technical
devices [13], [14] or medical diagnosis [12].

Periodic behaviour of fuzzy matrices with correspond-
ing polynomial algorithms were studied in [5] and [10].
However, in practice we deal often with inexact input data.
This leads to demand replace scalar matrices by so-called
interval matrices ( [1]).

The main aim of this paper is to describe so called robust
matrices and introduce the necessary and sufficient condi-
tions for the possible and universal robustness of an interval
Toeplitz matrices.

2. BACKGROUND OF THE PROBLEM

The fuzzy algebra B is the triple (B,⊕,⊗), where
(B,≤) is a bounded linearly ordered set with binary opera-
tions maximum and minimum, denoted by⊕ and⊗, respec-
tively. The least element in B will be denoted by O, the
greatest one by I.

By N we denote the set of all natural numbers and by
N0 the set N0 =N∪{0}. The greatest common divisor of a
set S ⊆ N is denoted by gcdS and the least common multi-
ple by lcmS. For a given natural number n ∈ N, we use the
notations N = {1,2, . . . ,n}.

For any n ∈ N, B(n,n) denotes the set of all square
matrices of order n and B(n) denotes the set of all n-
dimensional column vectors over B. The matrix operations
over B are defined formally in the same manner (with re-
spect to ⊕,⊗) as matrix operations over any field. The r-th
power of a matrix A is denoted by Ar, with elements (Ar)i j.

For A = (ai j) ∈ B(n,n),C = (ci j) ∈ B(n,n) we write
A≤C (A <C) if ai j ≤ ci j (ai j < ci j) holds for all i, j ∈ N.

By digraph we understand a pair G = (VG ,EG ), where
VG is a non-empty finite set, called the node set, and EG ⊆
VG ×VG , called the arc set. A digraph G ′ = (VG ′ ,EG ′) is a

subdigraph of digraph G , if VG ′ ⊆ VG and EG ′ ⊆ EG . Spe-
cially, G /VG ′ stands for the subdigraph induced by vertex
set VG ′ .

A walk in a digraph G is the sequence of nodes
and arcs P = (v0,e1,v1,e2,v2, . . . ,vl−1,el ,vl) such that
ek = (vk−1,vk) ∈ EG for k = 1,2, . . . , l. A walk in G is a
trail if all its arcs are distinct. The number l is the length
of the trail P and is denoted by `(P). If v0 = vl , then P
is called a cycle. A cycle is elementary if all nodes except
the terminal node are distinct. A digraph is called strongly
connected if any two distinct nodes of G are contained in a
common cycle. By a strongly connected component of G
we mean a maximal strongly connected subdigraph of G .
A strongly connected component K = (VK ,EK ) is called
non-trivial if there is a cycle of positive length in K . For
any non-trivial strongly connected component K is the pe-
riod of K defined as

perK = gcd{`(c); c is a cycle in K , `(c) > 0}. (1)

If K is trivial, then perK = 1. By SCC?G we denote the
set of all non-trivial strongly connected components of G .

Lemma 2.1. Let K ∈ SCC?G , K ′ ∈ SCC?G ′ and
K ⊆K ′. Then perK ′ | perK .

Proof. Denote by CK and CK ′ the sets of all cycles in K
and K ′, respectively. Since

CK = {`(c); c is a cycle in K , `(c) > 0} ⊆

⊆ {`(c′); c′ is a cycle in K ′, `(c′) > 0}=CK ′ ,

we obtain

perK ′ = gcdCK ′ | gcdCK = perK . �

Further, we define the period of the digraph G as fol-
lows

per G = lcm{perK ; K ∈ SCC?G }.

For a given matrix A ∈ B(n,n) the symbol G (A) =
(VG (A),EG (A)) stands for the complete, edge-weighted di-
graph associated with A, i.e., the vertex set of G (A) is N,
and the capacity of any edge (i, j) ∈ EG (A) is ai j. In addi-
tion, for given h ∈ B, the threshold digraph G (A,h) is the
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digraph with the vertex set VG (A,h) = N and the edge set
EG (A,h) = {(i, j); i, j ∈ N, ai j ≥ h}.
The following lemma describes the relation between matri-
ces and corresponding threshold digraphs and follows from
the transitivity of ordering.

Lemma 2.2. [7] Let A,C ∈ B(n,n). Let h, h1, h2 ∈ B.

(i) If A≤C, then G (A,h)⊆ G (C,h),

(ii) if h1 ≤ h2, then G (A,h2)⊆ G (A,h1).

Let A ∈ B(n,n) and x ∈ B(n). The orbit O(A,x) of x = x(0)

generated by A is the sequence

x(0),x(1),x(2), . . . ,x(n), . . . ,

where x(r) = Ar⊗ x(0) for each r ∈ N.
For a given matrix A ∈ B(n,n), the element λ ∈ B and

the n-tuple x ∈ B(n) are the so-called eigenvalue of A and
eigenvector of A, respectively, if

A⊗ x = λ ⊗ x.

The eigenspace V (A,λ ) is defined as the set of all eigen-
vectors of A with associated eigenvalue λ , i.e.,

V (A,λ ) = {x ∈ B(n); A⊗ x = λ ⊗ x}.

Let λ ∈B. A matrix A∈B(n,n) is ultimately λ -periodic
if there are natural numbers p and R such that the following
holds:

Ak+p = λ ⊗Ak for all k ≥ R.

The smallest natural number p with the above property is
called the period of A, denoted by per(A,λ ). In case λ = I
let us denote per(A, I) by abbreviation per A. It is known
that if a matrix is ultimately λ -periodic, then it is ultimately
I-periodic and per(A,λ ) = per(A, I).

According to [5] we define

SCC?(A) = ∪{SCC?G (A,h); h ∈ {ai j; i, j ∈ N}}
Theorem 2.1. [5] Let A ∈ B(n,n). Then

per A = lcm{perK ; K ∈ SCC?(A)}.

Let us denote

T (A,λ ) = {x ∈ B(n); O(A,x)∩V (A,λ ) 6= /0}.

Definition 2.1. Let A = (ai j) ∈ B(n,n), λ ∈ B. A matrix A
is called λ -robust if T (A,λ ) = B(n).

A λ -robust matrix with λ = I is called robust matrix. It
is easy to see that if A = (ai j) is ultimately λ -periodic and
λ ≥max

i, j∈N
ai j, then λ ≥max

i, j∈N
ak

i j and Ak+p = λ ⊗Ak = Ak for

k ≥ R. Hence the necessary condition for A = (ai j) to be
ultimately λ -periodic is λ ≥ max

i, j∈N
ak

i j. The results we shall

formulate for λ = I, as well as the methods used to prove
them, can be generalized for arbitrary λ ∈ [max

i, j∈N
ai j, I].

We recall a result of the paper [10] adapted for λ = I.

Lemma 2.3. [10] Let A = (ai j)∈ B(n,n). Then A is robust
if and only if per A = 1.

Note that an O(n3) algorithm for finding per A is presented
in [5].

3. PERIODICITY OF TOEPLITZ MATRICES

In this section we shall deal with the special class of
matrices, the Toeplitz matrices. A Toeplitz matrix contains
the same element on every diagonal, which is paralell to the
main diagonal.

Definition 3.1. Let a−n+1, . . . ,a−1,a0,a1, . . . ,an−1 ∈ B.
A matrix A ∈ B(n,n) of the form

A =



a0 a1 a2 . . . an−2 an−1
a−1 a0 a1 . . . an−3 an−2
a−2 a−1 a0 . . . an−4 an−3

...
...

...
...

...
a−n+2 a−n+3 a−n+4 . . . a0 a1
a−n+1 a−n+2 a−n+3 . . . a−1 a0


is called a Toeplitz matrix. We denote a Toeplitz matrix by

A = Tp(a−n+1, . . . ,a−1,a0,a1, . . . ,an−1).

We denote

(i) N− = {−n+1,−n+2, . . . ,−1},
N+ = {1,2, . . . ,n−1},
N∗ = {−n+1,−n+2, . . . ,−1,0,1, . . . ,n−2,n−1},

(ii) h+(A) = max
i∈N+

ai,

h−(A) = max
i∈N−

ai,

h(A) = min{h+(A),h−(A)},

(iii) I+(A) = {i ∈ N+; ai ≥ h(A)},
I−(A) = {i ∈ N−; ai ≥ h(A)},
I(A) = {i ∈ N∗; ai ≥ h(A)},

iv) Ñ(A) =
{

N+ if h(A) = h+(A),
N− otherwise.

The possibility Ñ(A) = N+ contains a case where h+(A) =
h−(A), too.

Remark 3.1. Note that h(A) is the maximal threshold level
for which both sets I+(A), I−(A) are non-empty. For any
h′ > h(A), the threshold digraph G (A,h′) is either trivial
(there is no edge in G (A,h′)) in the case a0 ≤ h(A), or all
strongly connected components consist of exactly one node
with the loop in the case a0 > h′.

According to [2], we denote by C ∗ the following condition
of a Toeplitz matrix:

i− j ≤ n holds for every i ∈ I+(A), j ∈ I−(A). (C ∗)

Theorem 3.1. [2]
Let A = Tp(a−n+1, . . . ,a−1,a0,a1, . . . ,an−1) ∈ B(n,n) be a
Toeplitz matrix fulfilling condition C ∗. Then per A= perK
for any component K ∈ SCC?G (A,h(A)).

Remark 3.2. If a Toeplitz matrix A ∈ B(n,n) fulfills con-
dition C ∗, then all strongly connected components in
G (A,h(A)) are non-trivial, but not isomorphic in general.
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Theorem 3.2. [2] Let A ∈ B(n,n) be a Toeplitz matrix ful-
filling condition C ∗, let I(A) = {i0, i1, . . . , ik−1}. Then

per A = gcd
(

i0− i1
gcd(n, i0, i1)

,
i0− i2

gcd(n, i0, i1, i2)
, . . .

. . . ,
i0− ik−1

gcd(n, i0, . . . , , ik−1)

)
. (2)

Remark 3.3. According to [2], the period of Toeplitz ma-
trix can be computed in O(n) time.

4. ROBUSTNESS OF INTERVAL MATRICES

In this section we shall deal with matrices with interval
elements. Similarly to [1], [3], [4], [8], [9], [11] we define
an interval matrix A.

Definition 4.1. Let A,A ∈ B(n,n), A ≤ A. An interval ma-
trix A with bounds A and A is defined as follows

A = [A,A] =
{

A ∈ B(n,n); A≤ A≤ A
}
.

Investigating the robustness of an interval matrix A, the
following questions can arise: Is A robust for some A ∈ A
or for all A ∈ A?

Definition 4.2. An interval matrix A is called

• possibly robust if there exists a matrix A ∈ A such
that A is robust,

• universally robust if each matrix A ∈ A is robust.

Possible and universal robustness of general interval matri-
ces were studied in [7].

Let us denote H = {ai j; i, j ∈ N}∪{ai j; i, j ∈ N}.

Theorem 4.1. [7] An interval matrix A is possibly robust if
and only if for each h ∈H and for each K ∈ SCC?G (A,h)
such that perK 6= 1 the digraph G (A,h)/VK is acyclic.

For a given h ∈ H let us denote Ṽh = N\
sh∪

j=1
V

K j
h

, where

K 1
h , . . . ,K sh

h ∈ SCC?G (A,h).

Theorem 4.2. [7] Let A be an interval matrix. Then
A is universally robust if and only if A is robust and
per(G (A,h)∪ c) = 1 for each h ∈ H and for each cycle
c ∈ G (A,h)/Ṽh.

According to [7], the complexity of checking the possible
robustness of a given interval matrix is O(n5), whereby
checking the universal robustness has exponentially large
complexity.

5. ROBUSTNESS OF INTERVAL TOEPLITZ MA-
TRICES

The possible and universal robustness of interval
Toeplitz matrices are studied in this section. The necessary
and sufficient conditions which can be checked in polyno-
mial time are given.

Definition 5.1. Let A, A be Toeplitz matrices of order n
such that A ≤ A. An interval Toeplitz matrix ATp is the set
of all Toeplitz matrices A ∈ [A,A]. We denote an interval
Toeplitz matrix ATp by abbreviation

ATp = Tp([a−n+1,a−n+1], . . . [a−1,a−1], [a0,a0],

[a1,a1], . . . , [an−1,an−1]).

There are matrices in A that are not Toeplitz, so A 6= ATp.
On the other hand A, A ∈ ATp, therefore the set ATp is al-
ways non-empty.

5.1. Possible robustness

Definition 5.2. We say that an interval Toeplitz matrix ATp

fulfills condition C ∗ if each Toeplitz matrix A ∈ ATp fulfills
condition C ∗.

Let us define the Toeplitz matrix Ã =
Tp(ã−n+1, . . . , ã−1, ã0, ã1, . . . , ãn−1) as follows:

ãi =

{
min{h(A),ai} for i ∈ Ñ(A),
ai for i /∈ Ñ(A). (3)

It is easy to see that h(Ã) = h(A) and Ñ(Ã) = Ñ(A).

Lemma 5.1. Let ATp be an interval Toeplitz matrix and Ã
be the matrix defined by (3). Then I(A) ⊆ I(Ã) for each
A ∈ ATp.

Proof. We shall prove that I+(A) ⊆ I+(Ã), I−(A) ⊆ I−(Ã)
and if 0 ∈ I(A), then 0 ∈ I(Ã), for each A ∈ ATp.

Without any loss of generality we can suppose that
Ñ(A) = N+. Thus I+(Ã) = {i ∈ N+; ãi = h(Ã)} = {i ∈
N+; ai ≥ h(Ã)}. Let A ∈ ATp be arbitrary. We shall distin-
guish two cases.

Case 1. If Ñ(A) = N+, then I+(A) = {i ∈ N+; ai =
h(A)} and I−(A) = {i ∈ N−; ai ≥ h(A)}. For the sets
I−(A), I−(Ã) we get

I−(A)= {i∈N−; ai≥ h(A)}⊆{i∈N−; ãi≥ h(Ã)}= I−(Ã).

Further, we will prove that I+(A) ⊆ I+(Ã). Let r ∈
I+(A) be arbitrary. We get

ar ≥ ar = max
k∈N+

ak ≥ h(Ã)

which implies r ∈ I+(Ã). Consequently I+(A)⊆ I+(Ã).
Case 2. If Ñ(A) = N−, then

I−(A) = {i ∈ N−; ai = h(A)} ⊆ {i ∈ N−; ai ≥ h(Ã)} ⊆

{i ∈ N−; ãi ≥ h(Ã)}= I−(Ã).

Further, we prove that I+(A)⊆ I+(Ã). We obtain

I+(A) = {i ∈ N+; ai ≥ h(A)} ⊆ {i ∈ N+; ai ≥ h(Ã)} ⊆
{i ∈ N+; ai ≥ h(Ã)}= I+(Ã).

In both cases if 0 ∈ I(A), then ã0 = a0 ≥ a0 ≥ h(A)≥ h(Ã),
so 0 ∈ I(Ã). �

Theorem 5.1. An interval Toeplitz matrix ATp fulfills con-
dition C ∗ if and only if the matrix Ã fulfills condition C ∗.

ISSN 1335-8243 (print) c© 2012 FEI TUKE ISSN 1338-3957 (online)
www.aei.tuke.sk www.versita.com/aei

Unauthenticated | 194.138.39.60
Download Date | 1/15/14 3:11 AM



Acta Electrotechnica et Informatica, Vol. 12, No. 4, 2012 59

Proof. If the matrix Ã fulfills condition C ∗, i.e., i− j ≤ n
for each i ∈ I+(Ã), j ∈ I−(Ã), then, in view of Lemma 5.1,
for each A ∈ ATp the inequality i− j ≤ n holds for each
i ∈ I+(A), j ∈ I−(A). Thus an interval Toeplitz matrix ful-
fills condition C ∗.

The converse implication is trivial. �

Theorem 5.2. An interval Toeplitz matrix ATp fulfilling
condition C ∗ is possibly robust if and only if the matrix Ã
is robust.

Proof. Since I(A) ⊆ I(Ã), according to (2) we get
per Ã|per A. If Ã is not robust, i.e., per Ã 6= 1, then per A 6= 1
for each A ∈ ATp. Thus an interval Toeplitz matrix ATp is
not possibly robust.

The converse implication is trivial. �

According to Theorem 5.2 checking the possible robust-
ness of a given interval Toeplitz matrix fulfilling condition
C ∗ consists of O(n) arithmetic operations needed for the
construction of the matrix Ã, O(n) operations for check-
ing whether Ã fulfills condition C ∗ and O(n) operations for
computing per Ã by (2). So the complexity of checking the
possible robustness of a given interval Toeplitz matrix ful-
filling condition C ∗ is O(n), which substantially improves
the O(n5) algorithm for checking the possible robustness of
an interval matrix in general case.

Example 5.1. Let

ATp = T ([1,2], [4,5], [2,2], [1,2], [2,4], [3,5], [1,2]).

We decide whether ATp fulfills condition C ∗ and in positive
case we check the possible robustness of ATp.

First, we compute h(A) and construct the matrix Ã. We
have h+(A) = 3, h−(A) = 4 and h(A) = 3, which implies
Ñ(A) = N+. By (3), we get Ã = T (2,5,2,2,3,3,2). We
have h(Ã) = 3 and I(Ã) = {−2,1,2}. Since i− j ≤ 4 = n
for each i∈ I+(Ã), j ∈ I−(Ã), the matrix Ã fulfills condition
C ∗. According to Theorem 5.1, ATp fulfills condition C ∗.

Further, we check the possible robustness of ATp. We
compute per Ã by (2):

per Ã = gcd(
−3

gcd(4,−2,1)
,

−4
gcd(4,−2,1,2)

) = 1,

so the matrix Ã is robust. In view of Theorem 5.2, the given
interval Toeplitz matrix is possibly robust.

5.2. Universal robustness

Theorem 5.3. Let ATp be an interval Toeplitz matrix ful-
filling condition C ∗. If h(A) = h(A) and the matrix A is
robust, then ATp is universally robust.

Proof. Let ATp be an interval Toeplitz matrix fulfilling
condition C ∗. Suppose that ATp is not universally robust
and the matrix A is robust. If A ∈ AT p is not robust, then
by Theorem 3.1 we obtain per ˜K = perA 6= 1 for each

˜K ∈ SCC?G (A,h(A)). In view of Remark 3.2 and Lemma
2.2, for each h ≤ h(A) and for each K ∈ SCC?G (A,h)
there exists K ′ ∈ SCC?G (A,h(A)) such that K ′ ⊆K .

The robustness of A implies that perK ′ = 1 for each
K ′ ∈ SCC?G (A,h(A)). According to Lemma 2.1 we get
perK = 1 for each K ∈ SCC?G (A,h) and for each h ≤
h(A). Then the existence of ˜K ∈ SCC?G (A,h(A)) such
that per ˜K 6= 1 implies h(A)> h(A). Hence h(A)< h(A).�

Example 5.2. Let

ATp = T ([1,2], [4,5], [3,3], [1,2], [1,3], [3,3], [1,2]).

We decide whether ATp is universally robust.

Since Ã = T (2,5,3,2,3,3,2), Ã fulfills condition C ∗ and
by Theorem 5.1 ATp fulfills condition C ∗. Since h(A) =
h(A) = 3 and perA = 1, in view of Theorem 5.3 a given
interval Toeplitz matrix is universally robust.

Theorem 5.3 represents a sufficient, but not necessary
condition for the universal robustness of an interval Toeplitz
matrix.

For each k ∈ N+, l ∈ N− we define the Toeplitz matrix
A(kl) = Tp(a(kl)

−n+1, . . . ,a
(kl)
−1 ,a

(kl)
0 ,a(kl)

1 , . . . ,a(kl)
n−1) as follows:

a(kl)
i =

{
ai for i ∈ {k, l},
ai otherwise. (4)

Theorem 5.4. Let ATp be an interval Toeplitz matrix ful-
filling condition C ∗. ATp is universally robust if and only
if A is robust and for each k ∈ N+, l ∈ N− such that
min{ak,al}> h(A) the matrix A(kl) is robust.

Proof. If A is not robust or there exist k ∈ N+, l ∈ N− such
that min{ak,al} > h(A) and the matrix A(kl) is not robust,
then ATp is not universally robust.

For the converse implication suppose that ATp is not
universally robust and A is robust. We will prove that there
exist k ∈ N+, l ∈ N− such that min{ak,al} > h(A) and the
matrix A(kl) is not robust.

Let A ∈ ATp be such that per A 6= 1, i.e., perK ′ 6= 1,
where K ′ ∈ SCC?G (A,h(A)). Similarly as in the proof of
Theorem 5.3, the robustness of A implies h(A)> h(A). Let
k ∈N+, l ∈N− be such that h+(A) = ak, h−(A) = al . Since
h+(A(kl)) = ak and h−(A(kl)) = al we obtain h(A(kl)) =
min{ak,al} ≥ h(A)> h(A).

Let j ∈N∗ be such that j /∈ I(A). Then a(kl)
j = a j ≤ a j <

h(A) ≤ h(A(kl)). Hence j /∈ I(A(kl)). Thus I(A(kl)) ⊆ I(A).
According to (2), we obtain per A | per A(kl) which implies
per A(kl) 6= 1. Thus the matrix A(kl) is not robust. �

According to Theorem 5.4 checking the universal ro-
bustness of a given interval Toeplitz matrix fulfilling condi-
tion C ∗ consists of O(n) arithmetic operations needed for
checking whether ATp fulfills condition C ∗, O(n) opera-
tions for checking the robustness of A by (2) and at most
n2O(n) = O(n3) operations for checking the robustness of
matrices A(kl). So the complexity of checking the universal
robustness of a given interval Toeplitz matrix fulfilling con-
dition C ∗ is O(n3), which substantially improves the expo-
nential algorithm for checking the universal robustness of
an interval matrix in general case.
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Example 5.3. We decide whether ATp is universally ro-
bust, if

ATp = T ([1,2], [4,5], [2,2], [1,2], [3,4], [3,5], [1,2]).

Since Ã = T (2,5,2,2,3,3,2), Ã fulfills condition C ∗ and
by Theorem 5.1 the given interval Toeplitz matrix ATp ful-
fills condition C ∗. We have h(A) = 3 and by (2) we get
perA = 1, so A is robust. Since h(A) = 5 6= h(A), the suf-
ficient condition from Theorem 5.3 is not satisfied, so we
shall continue with checking the condition from Theorem
5.4.

For k ∈ N+, the inequality ak > 3 is fulfilled for k ∈
{1,2} and for l ∈ N−, the inequality al > 3 is fulfilled for
l =−2. We will construct the corresponding matrices A(kl)

by (4).
For k = 1, l =−2 we get A(kl) = T (1,5,2,1,4,3,1). We

have I(A(kl)) = {−2,1} and by (2) we get per A(kl) = 3.
In view of Theorem 5.4 the given interval Toeplitz ma-

trix is not universally robust.

Example 5.4. Let

ATp = T ([2,3], [6,6], [6,6], [1,2], [4,8], [3,4], [1,3]).

Decide whether ATp is universally robust.

Since Ã= T (3,6,6,2,4,4,3), ATp fulfills condition C ∗. We
have h(A) = 4 and by (2) we get perA = 1, so A is robust.
Since h(A)= 6 6= h(A), we have to check the condition from
Theorem 5.4.

For k ∈ N+, the inequality ak > 4 is fulfilled for k = 1
and for l ∈ N−, the inequality al > 4 is fulfilled for l ∈
{−2,−1}.

For k = 1, l =−2 we get A(kl) = T (2,6,6,1,8,3,1). We
have I(A(kl)) = {−2,−1,1}. By (2) we get per A(kl) = 1.

For k = 1, l = −1 we obtain A(kl) = T (2,6,6,1,8,3,1)
which is identical to the matrix from the previous case, so
A(kl) is robust.

According to Theorem 5.4 the given interval Toeplitz
matrix is universally robust.
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[6] HORVATH, T. – VOJTÁŠ, P.: Induction of fuzzy and
annotated logic programs, Inductive Logic Program-
ming 4455 (2007) 260-274.
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